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Abstract: This research aims to examine a neural network (artificial intelligence) as an alternative
model to examine the neuromarketing phenomenon. Neuromarketing is comparatively new as a
technique for designing marketing strategies, especially advertising campaigns. Marketers have
used a variety of different neuromarketing tools, for instance functional magnetic resonance imaging
(fMRI), eye tracking, electroencephalography (EEG), steady-state probe topography (SSPT), and other
expensive gadgets. Similarly, researchers have been using these devices to carry out their studies.
Therefore, neuromarketing has been an expensive project for both companies and researchers. We
employed 585 human responses and used the neural network (artificial intelligence) technique to
examine the predictive consumer buying behavior of an effective advertisement. For this purpose,
we employed two neural network applications (artificial intelligence) to examine consumer buying
behavior, first taken from a 1–5 Likert scale. A second application was run to examine the predicted
consumer buying behavior in light of the neuromarketing phenomenon. The findings suggest that
a neural network (artificial intelligence) is a unique, cost-effective, and powerful alternative to
traditional neuromarketing tools. This study has significant theoretical and practical implications for
future researchers and brand managers in the service and manufacturing sectors.

Keywords: neuromarketing; artificial neural networks; functional magnetic resonance imaging;
electroencephalography; predicted consumer buying behavior

1. Introduction
1.1. Neuromarketing

Neuromarketing is a newly emerging field in marketing, which measures the brain
response using marketing activities through different medical devices.

1.2. Definition of Neuromarketing

Neuromarketing makes marketing processes more effective by measuring the response
to marketing stimuli using various brain imaging and eye-tracking methods without

Sustainability 2022, 14, 8546. https://doi.org/10.3390/su14148546 https://www.mdpi.com/journal/sustainability

https://doi.org/10.3390/su14148546
https://doi.org/10.3390/su14148546
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/sustainability
https://www.mdpi.com
https://orcid.org/0000-0001-5844-5502
https://orcid.org/0000-0002-3247-9912
https://orcid.org/0000-0002-9182-6179
https://orcid.org/0000-0003-4875-8534
https://doi.org/10.3390/su14148546
https://www.mdpi.com/journal/sustainability
https://www.mdpi.com/article/10.3390/su14148546?type=check_update&version=2


Sustainability 2022, 14, 8546 2 of 24

resorting to consumer statements [1,2]. It measures and digitizes mental state, changes,
first effect, level of attention, the level of recall of a message, and the nature of the emotions
aroused by a given stimulus [3]. An example of these parameters measures a consumer’s
attention paid to shelves during shopping, what consumers are afraid of, what they like,
and what part of the visible ad or image remains in their mind [4].

1.3. The Birth of the Neuromarketing Concept

It is known that neuromarketing is a meaningful research technique after the start of
neuroscience research. Neuroscience includes the brain’s functioning and the research that
determines what is happening [5]. In order to obtain information about the functioning
of the human brain in the 1800s, some studies were carried out on animals [6]. Then, the
attention of scientists was attracted when an American railroad worker experienced an
unusual accident [1]. This railroad worker, who lost a part of his brain in the incident, but
managed to survive, demonstrated a change in character after a while, and the observations
regarding this episode are thought to have contributed significantly to neuroscience stud-
ies [7,8]. Neuroscience studies improved and contributed to different research studies with
the help of instruments that could measure various brain functions in the 1900s [4,9]. New
marketing terminologies have been implemented by taking advantage of the technology
age with the inadequacy of quantitative research methods used in marketing research to
measure what goes through a consumer’s mind [10]. It is known that the history of neuro-
marketing research began with James Vicary, a marketing researcher, in 1957 in a movie
theater in New Jersey, adding a mechanical slide to the projection for a single frame [11,12].
Sales of popcorn and Coca-Cola began to rise when he displayed the message “Eat popcorn”
and “Drink Coca-Cola” [11,13]. At an international conference in 1990, Gerald Zaltman
explained that he was using the fMRI device in marketing research, and the basis for
neuromarketing was laid [4,14]. Meanwhile, Ale Smidts asked “can we use the science of
neurology to understand people better and provide consumers with better solutions to
their problems?” [9,15].

The concept of neuromarketing, a combination of the science of neurology and mar-
keting, has emerged (Url-1) [16,17]. Several researchers established the basics of neuro-
marketing with the method of “selling to the old brain” within the scope of the studies
initiated by conducting detailed research on sales, marketing, and neuroscience [18,19].
Products and services that require more than one decision in the market make people’s
decision-making process difficult. Marketers aim to simplify and accelerate purchasing to
make their products and services preferable [4,15]. For this reason, it is necessary to act
according to customers’ minds to reach the company’s goal. Neuromarketing has arisen
to answer these questions [20,21]. Some examples have been given to refer to the birth
and development process of neuromarketing techniques: in 1991, Paul Lauterbur and
Peter Mansfield in the United States conducted some research using imaging techniques
financed by Coca-Cola, L-mart, Levi-Strauss, and Ford [13]. Regarding a more recent
product, P&G’s success in the market with Febreze was achieved by utilizing research
on neuromarketing [22]. Motorola has used the product placement technique and has
contributed to neuromarketing findings [23]. Neuromarketing efforts were increased by
9 percent to 40 percent by using Buick company officials to increase the experience of their
employees outside the field. In light of the importance of the customer experience, which is
the output of this research, an increase in success was achieved by Delta Airlines [1,24]. The
video game manufacturer THQ’s neuromarketing tests obtained from customer experience
using the program design work have been a great success (Url-2) [22,25].

1.4. Importance of Neuromarketing

According to the quotation of John Wanamaker (1838–1922), “Half of the money I
spend on advertising is wasted. The problem is, I do not know which half is wasted” [26,27].
It is one of the compelling statements that put forward the necessity of neuromarketing.
Neuromarketing has emerged to allow the donor to predict the work that is intended to
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work [28,29]. We call a concept in the economy “Rational Human” [30,31]. It is expressed
as if they were making decisions rationally; however, imperative research has exhibited
that humans usually make emotional rather than rational decisions [17,32]. For example,
we decide to buy something. We will not pay the four-digit price for a specific item like a
shoe. Neuromarketing, therefore, deals with this emotional side of the brain (Url-3) [20,33].
Neuromarketing studies, in which brainwaves are measured, point to a new era in the shop-
ping experience. Because academic studies show that what consumers say in focus groups
may not always reflect the truth [10,34], consumers cannot express their subconscious reac-
tions at the level of consciousness that they are unaware of [3,35]. On the other hand, the
consumers’ first encounter with the product, i.e., the first look at the product to determine
its effectiveness, also demonstrates the importance of change management in packaging
design [15,36]. Neuromarketing is used to understand the antecedents responsible for the
consumer’s inclination and reconstruct a similar connotation [37]. This emerging marketing
field utilizes medical devices to examine the brain’s response toward the brand [38]. These
medical devices explain how and which part of the brain is responsible for a particular
movement, choice, decision making, and buying behavior [39,40].

1.5. Background, Justification, and Purpose of the Study

The concept of neuromarketing, a combination of the science of neurology and market-
ing, has emerged [16,17]. Crespo-Pereira et al. [18] and Renvoise and Morin [19] established
the basics of neuromarketing with the method of “Selling to the old brain” within the
scope of the studies initiated by conducting detailed research on sales, marketing, and
neuroscience. Products and services that require more than one demand in the market
make people’s decision-making process difficult. Marketers aim to simplify and accelerate
purchasing to make their products and services preferable [4,15]. For this reason, it is
necessary to act according to the customers’ minds to reach the company’s goal. Neuro-
marketing has arisen to answer these questions [20,21]. However, on the contrary, artificial
neural networks have several superior properties compared to other systems. These are
non-linearity, ability to learn from examples, generalization, adaptability, data distributed
unified memory structure, parallel processing feature, debugging capability, easy to obtain
hardware, fast calculation, analysis, design ease, and availability of ready-made package
programs [41,42]. It is possible to count many advantages of artificial neural networks
compared to the medical testing tools of neuromarketing such as positron emission to-
mography (PET), functional magnetic resonance imaging (fMRI), electroencephalography
(EEG), steady-state probe topography (SSPT), eye-tracking, transcranial magnetic stimula-
tion (TMS), and several other techniques and tests to gauge the decision making factors
of the human brain. The artificial neural network method can produce more consistent
results in proportion to the increase in the input data quantity [19,43]. Artificial neural
networks have been studied comparatively in many studies with other methods. As a
result, it has been observed to produce highly consistent and reliable results, especially
in non-fixed and discrete data series [16,44]. This research examines the neural network
(artificial intelligence) as an alternative model to examine the neuromarketing phenomenon.
Neuromarketing is comparatively new for designing marketing strategies, especially for
advertising campaigns. The findings suggested that a neural network (artificial intelligence)
is a unique, cost-effective, and powerful alternative to traditional neuromarketing tools.
The study has significant theoretical and practical implications for future researchers and
brand managers of the services and manufacturing sectors.

2. Review of Literature
2.1. Neuromarketing and Human Decision-Making

Neuromarketing has provided the concept of individual decision-making due to
unexplained factors of human decision-making factors. These factors cannot be examined
by the naked eye; researchers use several medical tests and techniques to measure the
human brain’s activity during decision-making.
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2.2. Neuromarketing Main Tools

To clarify the concept of neuromarketing, it is helpful to know what brain scanning
methods are used in neuromarketing [38]. In addition, biometric measurements should sup-
port neuromeric measurements to determine the specific meaning of emotional data [1,36].
The methods used in this concept are:

2.2.1. Positron Emission Tomography (PET)

Positron emission tomography is a high-level imaging technique using radioactive
material and a particular type of camera [41]. Primarily, the PET device is used in nuclear
medicine investigation in which experts identify the cancer cells through the PET device [42].
Through PET measurements, detailed information about the tumor presence could be
detected via scanning [8].

2.2.2. Functional Magnetic Resonance Imaging (fMRI)

The FMRI method is used to determine what they react to when studying consumers’ be-
havior in neuromarketing. This technique is most commonly used in neuromarketing [34,43].
With this device, different stimuli are shown in the experiment, and it is determined which
areas of the brain become active over time; and a brain scan is performed with a map showing
their degrees [44,45]. Employing the FMRI device, the emotions generated by the stimulant
in the consumer are determined by looking at the regions of the brain that are responsible
for emotions such as reward, pleasure, and anxiety [14]. The fMRI technique provides more
detailed data than the EEG device [29,46].

2.2.3. Electroencephalography (EEG)

EEG is an evaluation of the electrical activity of the brain. With this method, electrical
signals from certain brain parts are passed through various formulations through math-
ematical values, giving us levels of attention, motivation, emotional attention, cognitive
workload, and meditation [30]. Delta, theta, alpha, beta, and gamma waves correspond to
emotions such as excitement, attention, fear, and dislike through electrical waves emitted
from the lobe of the brain [47]. The change in brain waves obtained in the face of any
stimulus is recorded on the computer. The experts then conclude the subjects’ emotional
responses to the marketing stimulus [28].

2.2.4. Steady-State Probe Topography (SSPT)

SPTT technique, which was used in clinical cases in the first years of its use, began
to be used in this field using brain imaging methods in neuromarketing [5]. It is a more
advanced version of the EEG technique. The disadvantage of this method is that the
device’s resolution in 3D imaging is low. The SSPT device identifies which side of the
human brain is predominantly used [41].

2.2.5. Eye-Tracking

Eye-tracking is one of the most widely used techniques in the neuromarketing field.
Eye-tracking is a device that spots where the consumer’s eyes concentrate on a stimulus
or object [33]. In the eye-tracking device, the movement of the pupil, reduction, and
enlargement levels are recorded. During eye-tracking experiments, pupils are measured
through an infrared beam with a rate of 60 HTZ [32]. The movement of the human eye
is both voluntary and involuntary movements. However, most eye movements are not
controllable. The eye-tracking device is preferably used in marketing research due to its
low cost. It examines where the human eye focuses, whether on packaging, features, or
brand advertising [23].

2.2.6. Magnetoencephalography (MEG)

A MEG device has three dimensions, and its time-dependent resolution is very high.
Therefore, it is one of the best imaging methods. It is not used frequently in neuromarketing
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research because of its high cost [4]. Thanks to this technology, we can read tiny electrical
currents between brain cells. The MEG device is more advantageous in features and
more valuable; however, because of the high research costs, this method is preferable in
neuromarketing due to the outcomes [23,41].

2.2.7. Transcranial Magnetic Stimulation (TMS)

The TMS usually generates a magnetic field using an iron core, which can generate
electrical currents in the underlying neurons when placed on the head [48]. The transcra-
nial magnetic stimulation measures the causal role of temporarily detached parts of the
deactivating brain regions [4].

2.2.8. Facial Action Coding System (FACS)

Thanks to the system developed by Ekman-Friese Davidson (FACS), it is possible
to detect the emotions experienced by people by using the FACS in several videos of
their facial expressions [35]. The system is based on 43 individual facial muscles that can
produce thousands of different facial expressions by taking the combined movement of
those 43 individuals. In many cases, this test must allow emotions or emotional expressions
to flow out of sight too quickly [18].

2.2.9. Galvanic Skin Response (GSR)

Galvanic skin response is a technique that measures the effect rate (in an affective
or emotional sense) against stimuli received from the nervous system [4,24]. The GSR
techniques are used in marketing research to gauge the websites and advertisement re-
sponses [25]. With the advantages of being cheap, easy, and portable, galvanic skin conduc-
tivity is sometimes used to support neuromarketing research techniques. With this device
attached, it can move, sit up and lift as desired during the experiment, and the data can be
recorded [22,49].

2.2.10. Implicit Association Test (IAT)

The implicit association test (IAT) is one of the most widely used tests in the study of
social psychology [26]. This test assumes that like-minded people’s brains involuntarily
evoke each other [4].

2.3. Examples of Neuromarketing Applications

It is known that most of the global neuromarketing companies, which promise to
provide neuromarketing solutions to commercial marketing problems, are located in the
United States and Europe, and universities serve under the name of consumer behavior of
neurosciences [23,40]. It is also known that the most comprehensive research among neuro-
marketing researchers is conducted by Martin Lindstrom, a Danish marketing researcher,
on cigarette smokers [25]. The survey started in 2004 and lasted approximately three and
a half years. At the Neuroimaging Science Center in London, Lindstrom investigated
32 cigarette smokers from the United States, England, Germany, Japan, and China and,
with the help of fMRI technology, why health warnings on the cigarette pack affect smokers.
As a result of the study, it was concluded that the warning messages on the front, back, and
side of the cigarette pack did not affect the desire of smokers to smoke [22,50]. Montague
conducted another study at Houston Baylor Medical School in 2013. The preference rates
and reasons for Pepsi and Coca-Cola were investigated on 67 subjects, and the neuromar-
keting research revealed that the brain’s rational and emotional regions were in conflict,
and Coca-Cola was preferred by the subjects [15,16,51].

2.4. Artificial Neural Networks
2.4.1. Definition of Artificial Neural Networks

An artificial neural network (ANN) consists of an organization inspired by the working
principle of the human brain, working in parallel with each other, sending information
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to and receiving information from each other [52,53]. The work elements (artificial nerve
cells) used for problem-solving are connected as a network. The information flows between
cells is shown by connection values and relationships. The system’s learning ability and
intelligent behavior are achieved by using connection values [54–56]. Scientists examined
the neuro-physical structure of the brain-inspired by the characteristics of the human
brain, and tried to extract the mathematical model [57,58]. Thus, they have developed
many artificial cells and network models based on ideas of physical elements, which
must be modeled under brain activity behavior. As a result, a different field of science
has emerged, called artificial neural networks, which performs different operations from
standard computers [52,59]. The multilayer network function of perception can be written
as Equation (1) as follows:

Out(x) = g
(

wTx
)
= g

(
∑

j
wjxj

)
(1)

2.4.2. General Characteristics of Artificial Neural Networks

The properties of artificial neural networks vary according to the network model and
algorithms used, but can be listed in general [57,60].

• Artificial neural networks perform machine learning.
• There is an information processing method utterly different from the methods in which

traditional programming and artificial intelligence are applied [61].
• Fault-tolerant; the ability to work with incomplete information allows them to tolerate

errors. If some network cells become corrupted and fail to work, the network will
continue to run. Traditional computers usually require complete data [62].

• Can work with incomplete information; after being trained, artificial neural networks
can produce results even with incomplete information in the new samples, while
traditional systems cannot work with incomplete information [63].

• The artificial neural networks can organize and learn themselves, and artificial neural
networks can adapt to novel situations to learn innovative events regularly [64].

• It has distributed memory; information in artificial neural networks is spread over the
network. That is, the whole network characterizes the whole event [65].

• It can only work with numerical information; the information indicated by symbolic
expressions must be translated into numerical values [66].

• It can detect events, shape and classify relationships, and pattern completion.

2.4.3. Advantages of Artificial Neural Networks

Artificial neural networks have several superior properties compared to other systems.
These are non-linearity, ability to learn from examples, generalization, adaptability, data
distributed unified memory structure, parallel processing feature, debugging capability,
easy to obtain hardware, fast calculation, analysis, design ease, and availability of ready-
made package programs [67,68]. It is possible to count many advantages of artificial neural
networks, such as solving many problems that cannot be solved by traditional computer
software technology. They have the ability to process abnormal missing and uncertain
information, learn and generalize from their scattered parallel structure [66,69], and store
the information they has learned in their distributed memory with the help of synaptic
weights [70]. The artificial neural network method can produce more consistent results
in proportion to the increase in the input data quantity [64]. Artificial neural networks
have been studied comparatively in many studies with other methods. As a result, it has
been observed to produce highly consistent and reliable results, especially in non-fixed and
discrete data series [65,71,72].
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3. Methods
3.1. Fundamental Elements and Structure of the Artificial Neural Network

Artificial neural networks can be defined in Figure 1, in which multiple simple proces-
sor elements connected in a particular hierarchical structure produce output from the input
data [62,66]. Figure 1 represents a mathematical function. This function of artificial neural
networks does not have a mathematical equivalent [73]. In other words, the model needs
examples, not mathematical equations [74]. The model only needs examples of the past to
learn. Below is a simulation of Figure 1, which can generate results from the data entries of
the past [73]. The neural networks, similar to Figure 1 seen above, can collect information
from all cells and process this information to other elements. Various algorithms and
approaches are involved [75].
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Artificial neural networks consist of input, interlayer, and output layers. It is possible
to explain these layers as follows [76,77]:

• Input Layer: There must be at least one predictor or element from the raw data set
in the input layer. The input layer generates similar values without processing any
estimation [70].

• Intermediate/Hidden Layer: This section or layer, also known as the hidden layer, is
responsible for estimating and processing the raw data. The hidden or process layer
has a specific function and structure, which could have variations as per the selected
structure of networks. The middle or hidden layer could be comprised of one or more
layers [78].

• Output Layer: The output may comprise at least one or more outputs. However,
it solely depends on the neural network’s structure and function. The estimation
operation is processed in this layer, and the estimated output will be directed to the
outside world [69].

The process of artificial neural networks is shown in Figure 2, and it can be seen that
after entering the data of the past time, the processor elements (neurons) and the connecting
elements (axons) continue the process towards the exit [79].
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According to the artificial neural network methodology, neurons, the central process-
ing unit of the biological nervous system, can be modeled mathematically and associated
with each other as in biological nervous systems [74]. When data is input from an artificial
neural network, the artificial model, like the nervous system in humans, can process these
inputs in mathematical artificial neurons and produce outputs [73,80]. Initially, the output
values produced may be quite far from desired. However, as the learning process continues,
synaptic weights between the artificial neurons are adjusted, an inevitable convergence is
achieved, and the learning is completed [81]. Accordingly, artificial neural networks are a
model in which biological neural networks are imitated. Figure 3 shows the mathematical
functions of artificial nerve cells in layers [82]. As seen in Figure 3, the change in each
input causes an inevitable change in the neuron’s output, and the magnitude of this change
depends on the weight of the input [83].
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The mathematical equation of input layers, hidden layers, and output layers can be
computed as Equations (2) and (3) as follows:

ν1 = g

[
N(Ins)

∑
k=1

(w1kxk)

]
, ν2 = g

[
N(Ins)

∑
k=1

(w2kxk)

]
, ν3 = g

[
N(Ins)

∑
k=1

(w3kxk)

]
(2)

Output = g

(
N(ins)

∑
k=1

w0kxk +
N(Hid)

∑
k=1

Wkνk

)
(3)

3.2. Research Structure and Aim of the Project

As stated in the introduction part of the project, the research aims to train artificial
neural networks with the inputs and outputs of the neuromarketing test performed on
humans [72,84]. The data of 414 respondents were used for the training (414), and 171 to
test artificial neural networks, obtained from 585 different respondents and regarding the
characteristics of an effective advertisement on mainstream and online media. Although
the data will first be tested and then used for artificial intelligence training, because the
amount of data is enormous for deep learning, we employed the online method instead of
batch-wise [84,85].

3.3. Input Criteria

As a result of the literature review and neuromarketing test, which included elec-
troencephalography and eye-tracking methods, ten main criteria are determined to be
appropriate [62,86]. The product packaging, features, advertisement content, target audi-
ence, celebrity endorsement, glamourization, creative value, memorizing value, conviction
value, and time slot are taken.

3.4. Output Criteria

According to the neuromarketing test, two numerical outputs were measured; one
main output and the main score within each of these two outputs, in the light of literature
research [61,86]. The value is 1–5 on a five-point Likert scale, consumer buying behavior,
and predicted behavior.

• Consumer buying behavior: It is a metric indicative of the measured image that can
gather respondents’ concentration on their own. However, consumer buying behavior
is the core function of the human brain, which generates unique brainwave activity
patterns towards the change of behavior for buying some brands due to the stimuli of
brains because of some essential characteristics of an advertisement of any brand [85].

• Predicted buying behavior: It is a neural network-generated predictive indicator that
measures images that can influence respondents’ consumer buying behavior. It is a
predictive function of the human brain, which generates unique brainwave activity
patterns towards the change of behavior for buying the particular brand due to the
stimuli of brains because of some essential characteristics of an advertisement of any
brand [70].

3.5. Application

As stated in part of the first level out criteria, there are ten inputs: product packaging,
product features, advertisement content, target audience, celebrity endorsement, glamour-
ization, creative value, memorizing value, conviction value, and time slot criteria [57,80]. By
way of example, the first and total focus of someone on a black dot over a white paper may
be very different from other free spaces. Because of this reason, two different applications
were made in this project [87]. One of the applications is the transition from consumer
buying behavior. The second one is forecast consumer buying behavior criteria [83,88].
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3.6. Creation of Artificial Neural Network Models

In the first model, consumer buying behavior, the input of neuromarketing research,
was taken as the dependent variable. In addition, product packaging, product features,
advertisement content, target audience, celebrity endorsement, glamourization, creative
value, memorizing value, conviction value, and time slot were independent variables. In
the second model, predicted consumer buying behavior of the relevant neuromarketing
research were taken as dependent variables [58,89]. Similarly, product packaging, product
features, advertisement content, target audience, celebrity endorsement, glamourization,
creative value, memorizing value, conviction value, and time slot are considered indepen-
dent variables unique to this model. Models in this project design have ten inputs; one
and one dependent output. Overall, 70.8% of the data are foreseen for the training, and
29.2% are reserved for testing. The models have a single hidden layer for biased nodes
and nine hidden layers for the feed-forward neural network [52]. The number of secret
processor elements in the intermediate layer is 10. The number of cells in the hidden
layer was determined using the literature studies’ data [55,60]. The transfer functions in
the hidden and output layers are selected as sigmoid. Lastly, the rescaling method for
covariates is standardized, and scale dependents are normalized [87]. In two models, an
online training algorithm was used to train artificial neural networks. The sigmoid function
can be represented in Equations (4)–(6) [53,57]:

g(h) =
1

1 + exp(−h)
(4)

⌊
R

∑
i=1

yi −Out(xi)

⌋2

=
R

∑
i=1

⌊
yi − g(wTxi)

⌋2
(5)

The updated sigmoid rule can be written as follows:

wj ← wj + η
R

∑
i=1
δigi(1− gi)xij (6)

where:
gi = g

m
∑
j=i

wjxij

δi = yi − gi

4. Results and Findings
4.1. First Application Using Model Training and Testing

We have the following algorithmic function as Equation (7) of our first application
using model training and testing:

Output (CB) = g

(
10(ins)

∑
k=1

w01PF1 + w02AC2 + w03TA3 + w04CE4 + w05GL5 + w06CV6 + w07PP7 + w08MV8

+w09TS9 + w010CNV10 + ε+
10(Hid)

∑
k=1

Wkνk

) (7)

where:

ν1 = g
[
∑

N(Ins)
k=1 (w11PF1)

]
, ν2 = g

[
∑

N(Ins)
k=1 (w22AC2)

]
, ν3 = g

[
∑

N(Ins)
k=1 (w33TA3)

]
,

ν4 = g
[
∑

N(Ins)
k=1 (w44CE4)

]
, ν5 = g

[
∑

N(Ins)
k=1 (w55GL5)

]
, ν6 = g

[
∑

N(Ins)
k=1 (w66CV6)

]
,

ν7 = g
[
∑

N(Ins)
k=1 (w77PP7)

]
, ν8 = g

[
∑

N(Ins)
k=1 (w88MV8)

]
, ν9 = g

[
∑

N(Ins)
k=1 (w99TS9)

]
,

ν10 = g

[
N(Ins)

∑
k=1

(w1010CNV10)

]
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where:
K → N = 1 . . . . . . . . . . . . . . . . . . . . ..10

Similarly, we have Figure 4 is the architectural diagram of our considered first applica-
tion using model training and testing:
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Figure 4. Architectural diagram of first application proposed model of the study. Where:
CB = Consumer behavior; PF = Product features; AC = Advertisement content; TA = Target au-
dience; CE = Celebrity endorsement; GL = Glamorization; CV = Creative values; PP = Product
packaging; TS = Time slot; CNV = Conviction value; MV = Memorizing value; ε = Bias or Error.

4.2. Case Processing Summary of the First Application

According to Table 1 of the case processing summary, as mentioned below, 70.8% of
data were used for training, and 29.2% were used for testing. In this case, excluded data
did not exist for the missing value (see Table 1).

Table 1. Case processing summary.

N Percent

Sample
Training 414 70.8%

Testing 171 29.2%

Valid 585 100.0%

Excluded 0

Total 585

4.3. Model Summary of the First Application

In the first application, predicted consumer buying behavior is measured through an
artificial neural network. Table 2 demonstrated that the sum of squares errors of training
and testing data sets are 1.973 and 1.539. Training and testing data sets revealed a relative
error of 0.010 and 0.019, showing a good number compared to the previous model summary
of consumer buying behavior (see Table 2).
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Table 2. Model Summary.

Training

Sum of Squares Error 1.973

Relative Error 0.010

Stopping Rule Used One consecutive step(s) with no decrease in error a

Training Time 0:00:00.13

Testing
Sum of Squares Error 1.539

Relative Error 0.019
Dependent variable: consumer buying behavior. a. Error computations are based on the testing sample.

4.4. Model of the First Application

The network seen when the model is installed with the parameters mentioned in the
previous section is exhibited in Figure 5 of the model of the first application. Figure 5
exhibits that there are three types of shared artificial networks. These shared types are
known as layers of units [64,87]. The first layer of the unit is called the input, comprised of
predictors [79,85]. The middle layer interconnected between the input and output layer
units is signified as a hidden layer of the unit. The raw data or information is fed into
the input layer units, and weights are assigned between the connections of input layers
and hidden layer units [73,82]. The outcomes of the output layer unit depend solely on
the estimation between input layer units, assigned weights, and hidden layer units [88].
Table 3 and Figure 5 demonstrate that the input layer of the product feature has the highest
predictive power with the help of deep machine learning (hidden layer) on the consumer
buying behavior at the output layer [63,81]. The hidden layers H(1:2), H(1:5), H(1:7), and
H(1:9) have a significant impact between input layers and output layers.
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Table 3. Parameter estimates.

Predictors

Predicted

Hidden Layer 1 Output

H(1:1) H(1:2) H(1:3) H(1:4) H(1:5) H(1:6) H(1:7) H(1:8) H(1:9)
Consumer_
Buying_
Behavior

Input
Layer

(Bias) 1.074 −0.637 −0.279 0.321 −0.456 −0.261 0.808 0.492 −0.226

Product_Features 0.534 −0.440 −0.337 0.582 0.288 0.019 −0.609 0.104 −0.140

Adv_Content 0.315 0.207 −0.192 −0.094 −0.197 0.358 0.705 −0.409 −0.287

Target_Audience −0.201 −0.231 −0.243 0.820 −0.261 0.170 0.744 −0.316 0.339

Celebirity_Endorsement −0.731 0.364 0.743 −0.246 −0.528 0.031 0.028 0.034 −0.494

Glamourization 0.380 −0.551 −0.140 0.420 0.419 −0.171 0.437 −0.164 −0.458

Creative_Value −0.054 0.203 0.576 0.257 0.229 0.155 0.412 −0.434 −0.397

Product_Packaging 0.369 −0.294 0.138 −0.383 0.091 0.386 −0.115 −0.129 −0.450

Memorizing_Value 0.152 0.143 0.010 −0.130 −0.005 −0.290 −0.176 −0.492 −0.184

Conviction_Value 0.000 −0.236 −0.606 0.440 −0.177 −0.128 0.438 0.086 0.077

Time_Slot −0.348 0.164 0.311 0.234 −0.229 0.056 0.188 0.324 −0.267

Hidden
Layer 1

(Bias) −0.551

H(1:1) 0.883

H(1:2) −0.688

H(1:3) 0.925

H(1:4) 0.544

H(1:5) −0.331

H(1:6) 0.467

H(1:7) −0.797

H(1:8) −0.035

H(1:9) −0.273

4.5. Parameter Estimates

Table 3 displays that the middle-hidden layers of nodes between the input layer
and predictive layer have synaptic weights and an output layer of multilayer perception
predicted values of consumer buying behavior that was estimated to employ the training
data sample only [66,67]. However, the parameter estimates show the predictors’ input
layer between predicted hidden nodes units and output layer units of consumer buying
behavior [70].

4.6. Predictors’ Importance

Table 4 shows the importance of independent variables over dependent variables. In
agreement with Table 4 of independent variable importance, the independent elements
most effective on consumer buying behavior are product packaging, product features, glam-
ourization, conviction value, celebrity endorsement, and creative value. The normalized
importance of product packaging is 100%. The second crucial independent element is the
product feature, which has a normalized importance of 91.6%.

4.7. Normalized Importance

Similarly, Figure 6 showed that glamourization is the third important input with 52.2%
normalized importance. However, conviction value (51.6%), celebrity endorsement (50.4%),
creative value (38.2%), and advertisement content has 34.8% normalized importance. Thus,
the first application of neural networks in artificial intelligence has revealed that the most
important characteristics of an advertisement that change the behavior of consumers are
the product packaging and product features [75,76]. Figure 6 exhibits the normalized
importance of different characteristics of a good advertisement.
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Table 4. Independent variable importance.

Predictors Importance Normalized Importance

Product Features 0.187 91.6%
Advertisement Content 0.071 34.8%
Target Audience 0.053 26.2%
Celebrity Endorsement 0.103 50.4%
Glamourization 0.106 52.2%
Creative Value 0.078 38.2%
Product Packaging 0.204 100.0%
Memorizing Value 0.026 12.6%
Conviction Value 0.105 51.6%
Time Slot 0.068 33.6%
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4.8. Second Application Using Model Taring and Testing—Model Summary

We have the following algorithmic function as Equation (8) of our first application
using model training and testing for predicted values:

Output (CB : Predicted)

= g

(
10(ins)

∑
k=1

w01PF1 + w02AC2 + w03TA3 + w04CE4 + w05GL5 + w06CV6 + w07PP7 + w08MV8

+w09TS9 + w010CNV10 + ε+
10(Hid)

∑
k=1

Wkνk

) (8)

where:

ν1 = g
[
∑

N(Ins)
k=1 (w11PF1)

]
, ν2 = g

[
∑

N(Ins)
k=1 (w22AC2)

]
, ν3 = g

[
∑

N(Ins)
k=1 (w33TA3)

]
,

ν4 = g
[
∑

N(Ins)
k=1 (w44CE4)

]
, ν5 = g

[
∑

N(Ins)
k=1 (w55GL5)

]
, ν6 = g

[
∑

N(Ins)
k=1 (w66CV6)

]
,

ν7 = g
[
∑

N(Ins)
k=1 (w77PP7)

]
, ν8 = g

[
∑

N(Ins)
k=1 (w88MV8)

]
, ν9 = g

[
∑

N(Ins)
k=1 (w99TS9)

]
,

ν10 = g

[
N(Ins)

∑
k=1

(w1010CNV10)

]
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where:
K → N = 1 . . . . . . . . . . . . . . . . . . . . ..10

Similarly, we have Figure 7’s architectural diagram of our considered second applica-
tion using model training and testing for predicted values:
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CB = Consumer behavior; PF = Product features; AC = Advertisement content; TA = Target audience;
CE = Celebrity endorsement; GL = Glamorization; CV = Creative values; PP = Product packaging;
TS = Time slot; CNV = Conviction value; MV = Memorizing value; P = Predicted; ε = Bias or Error.

In the second application, predicted consumer buying behavior is measured through
an artificial neural network. Table 5 demonstrated that the sum of squares errors of training
and testing data sets are 0.871 and 0.926. Additionally, training and testing data sets
revealed a relative error of 0.004 and 0.010, showing a good number compared to the
previous model summary of consumer buying behavior (see Table 5).

Table 5. Model summary.

Training

Sum of Squares Error 0.871

Relative Error 0.004

Stopping Rule Used One consecutive step(s) with no decrease in error a

Training Time 0:00:00.10

Testing
Sum of Squares Error 0.926

Relative Error 0.010
Dependent Variable: Predicted value for consumer buying behavior. a. Error computations are based on the
testing sample.

4.9. Model of the First Application

The network seen when the model is installed with the parameters mentioned in the
previous section is exhibited in Figure 8 of the model of the second application. Table 6 and
Figure 8 demonstrate that the input layer of the product feature has the highest predictive
power with the help of deep machine learning (hidden layer) on the consumer buying
behavior at the output layer. The hidden layers H(1:1), H(1:2), H(1:4), H(1:5), and H(1:8)
have a significant impact between input layers and output layers [63,81].
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Figure 8. Model of the second application.

4.10. Parameter Estimates

Table 6 displays that the hidden middle layers of nodes between the input and predic-
tive layers have a synaptic weight. The output layer of multilayer perception predicted
consumer buying behavior values estimated to employ the training data sample only. How-
ever, the parameter estimates show the predictors’ input layer between predicted hidden
nodes units and output layer units of consumer buying behavior.

4.11. Predictors’ Importance

Table 7 shows the importance of independent variables over predicted consumer
buying behavior, extracted using an artificial neural network. In agreement with Table 7,
product features (100.0%) are the most effective predictors of consumer buying behavior.
However, the second most important predictor is creative value, which has a normalized
importance of 67.2%. The complete results are reported in Table 7.
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Table 6. Parameter estimates.

Predictors

Predicted

Hidden Layer 1 Output
Layer

H(1:1) H(1:2) H(1:3) H(1:4) H(1:5) H(1:6) H(1:7)
MLP

Predicted
Value

Input Layer

(Bias) 0.019 0.423 0.243 −0.325 −0.440 −0.607 0.371

Product_Features 0.173 −0.136 0.252 0.430 −0.804 −0.122 0.529

Adv_Content −0.096 −0.056 0.060 −0.041 0.025 −0.015 −0.531

Target_Audience 0.808 −0.117 −0.069 0.189 −0.428 −0.095 0.356

Celebirity_Endorsement −0.566 0.229 1.028 0.094 0.051 0.162 −0.776

Glamourization 0.147 0.069 0.009 0.130 −0.332 −0.262 0.545

Creative_Value −0.463 −0.443 −0.326 −0.737 −0.296 0.212 −0.418

Product_Packaging −0.526 0.521 −0.367 0.067 0.353 0.356 0.689

Memorizing_Value 0.059 0.618 −0.212 −0.123 0.431 −0.050 0.321

Conviction_Value −0.260 0.338 0.356 0.140 0.667 0.232 −0.339

Time_Slot 0.361 0.548 0.276 −0.075 −0.831 0.392 −0.350

Hidden
Layer 1

(Bias) −0.227

H(1:1) −0.948

H(1:2) −0.614

H(1:3) 0.819

H(1:4) −0.364

H(1:5) −0.811

H(1:6) 0.638

H(1:7) 0.933

Table 7. Independent variable importance.

Predictors Importance Normalized Importance

Product Features 0.200 100.0%
Advertisement Content 0.049 24.5%
Target Audience 0.073 36.3%
Celebrity Endorsement 0.128 64.3%
Glamourization 0.086 42.9%
Creative Value 0.134 67.2%
Product Packaging 0.109 54.6%
Memorizing Value 0.103 51.8%
Conviction Value 0.064 32.0%
Time_Slot 0.054 27.2%

4.12. Normalized Importance

Similarly, Figure 9 showed that celebrity endorsement is the third important input
with 64.3% normalized importance. However, product packaging value (54.6%), memo-
rizing value (51.8%), glamourization (42.9%), and target audience have 36.3% normalized
importance. Thus, the second application of neural networks in artificial intelligence has
revealed that the essential characteristics of an advertisement that change the predictive
behavior of consumers are the product feature and creative value [67,68]. Figure 9 exhibits
the normalized importance of different characteristics of a good advertisement.
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4.13. Forecasting of Neuromarketing Outputs

The predicted consumer behavior is tested again in the second application. There is a
difference between the first application and the second application. The first application
exhibited that product packaging, product features, glamourization, conviction value, and
celebrity endorsement are an advertisement’s first five critical characteristics, which can
change a consumer’s behavior. However, in the second application, we employed predicted
consumer buying behavior as an output variable, which demonstrates the predictive
behavior of consumers regarding the crucial factors of an effective advertisement [62,66,67].
In the second application, we attained the product feature’s highest importance with
100.0%, and the creative value of the advertisement was the second essential characteristic,
which had 67.2% normalized importance. However, celebrity endorsement is the third
important input, with 64.3% normalized importance. Additionally, product packaging
value (54.6%), memorizing value (51.8%), glamourization (42.9%), and target audience
have 36.3% normalized importance. Thus, the second application provides the artificial
intelligence of the human brain’s decision-making or change of behavior due to specific
advertisements, which is the alternative method to measure the hidden factors of the
human brain’s activity compared to the neuromarketing techniques.

5. Discussion

Human behavior is very complex; it constantly varies due to external stimuli [7,8].
For example, if we recoded the human behavior regarding the perception of consumer
behavior regarding the advertisement effectiveness, factors which are convincing to human
behavior to incline towards some specific ads of brands [4,8]. Suppose we repeat this
process to gauge the behavior of the same respondents after a specific period. In that case,
the new recorded response will differ from the previous one regarding the effectiveness
of ads of that specific brand. It means human behavior constantly changes because of
external factors and stimuli, making it very complex [12,90,91]. Neuromarketing is used to
gauge neural activity to get inspiration while watching certain ads [13]. The neural change
activity is recorded through fMRI [44,45], eye tracking, magnetoencephalography (MEG),
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transcranial magnetic stimulation (TMS), and several other gadgets. [9,15]. However, there
is no guarantee that after a certain period, if we repeat the similar process and gauge neural
change activity of the brain, the same results will be extracted from the paired devices, for
instance, fMRI, eye tracking [33], magnetoencephalography (MEG), transcranial magnetic
stimulation (TMS), etc. [4]. Thus, neuromarketing is also a complex phenomenon due to
constant changes in human behavior. Therefore, it is imperative to comprehend that the
neuromarketing phenomenon cannot be measured 100% correctly through fMRI, eye track-
ing, and other devices. The results of fMRI [29,46], eye tracking, magnetoencephalography
(MEG) [30], transcranial magnetic stimulation (TMS) and other devices to measure the
human brain activity show the limitations of that particular point of time when it was
recorded. Thus, the recorded results cannot be generalizable for every moment of the
life of the same human’s behavior and brain activity. Therefore, it is established that the
neuromarketing studies cannot be limited to gauging the neural activity through the fMRI,
eye tracking, magnetoencephalography (MEG) [23,41], transcranial magnetic stimulation
(TMS) [4], and other devices [48]. Hence, this complex behavior of humans opens up the
avenues of neural network artificial intelligence for tracking and predicting the neuromar-
keting phenomenon [53,57,92]. The neural network artificial intelligence gauge the neural
activity of the human brain [52,54,93] regarding the effectiveness of any phenomenon, such
as consumer buying behavior due to the underline causes, and produces predictive con-
sumer buying behavior through artificial intelligence (neural network) [55,60]. However,
we cannot 100% predict human behavior and brain activity through artificial intelligence
(neural network), but we have identified another model to predict the neuromarketing
phenomenon [58,89]. As we know, that neural network (artificial intelligence) is success-
fully used in Google search engines, YouTube social media, and other online media [89],
and results have coincided with the human brain [83,88,90]. Therefore, we can say that
artificial intelligence (neural network) is an effective tool for predicting the human brain
in social sciences [57,80,91]. This research is essential and has a uniqueness in that we
successfully employed neural networks (artificial intelligence) in social science topics such
as to predict the consumer buying behavior regarding the critical characteristics of an
advertisement [85,92–94], which can change the human behavior to establish the efficacy
of advertisement of certain brands. Thus, the findings of this research might be generalized
to the modeling and methodology for future neuromarketing studies.

6. Conclusions

The marketing world has recently begun to use neurological tests more frequently to
understand consumers’ behavior better. With neuromarketing, it is possible to determine
consumers’ reactions regarding a product or brand they watch in an advertisement or see
where the brain is moving. The information from the previous literature shed light on
the subjects such as product packaging, product features, creative value, conviction value,
brand development, brand identification, pricing, promotion mix design, store atmosphere,
and effective sales. The previous literature demonstrated that fMRI, EEG, eye-tracking,
and other monitoring techniques are extensively used. Additionally, we discussed several
techniques that are being used in neuromarketing. The current tools used in neuromar-
keting are costly, and not every researcher has access to these tools for neuromarketing
studies. The prime objective of this research is to examine the artificial neural network as an
alternative technique in neuromarketing research studies due to its cost-effectiveness and
powerful tool in today’s marketing arena. The data was analyzed with two applications
in this study; data was tested with ten different predictors (product packaging, product
features, target audience, memorizing value, conviction value, ad content, time slot, cre-
ative value, glamourization, and celebrity endorsement) for meaningful results. In the
first application, the effect of the independent variables on the consumer buying behavior
(dependent variable) was observed, and forecasted simulated readings of consumer buying
behavior were generated. However, the second application of artificial neural networks
served as a neuromarketing tool to examine the predictive importance of independent
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variables on the predicted consumer buying behavior. The study concluded that artificial
neural networks successfully generated the simulated values of predicted consumer buying
behavior and estimated the effects of predictors on consumer buying behavior. Thus, this
research provided a powerful and cost-effective tool for neuromarketing studies. Future
researchers may replicate the methods of this research in their future studies to analyze
the neuromarketing phenomenon. The brand and marketing managers may also use this
method to gauge the effectiveness of their marketing campaigns. The study has been
done only on the consumer buying behavior and ten imperative predictors or characteris-
tics of an advertisement, which can change the human thinking pattern. However, more
comprehensive research might be carried out to understand the entire phenomenon of
neuromarketing using neural networks in artificial intelligence.

6.1. Theoretical and Practical Implications

The research has several theoretical implications, such as the coming researchers
employing neural network (artificial intelligence) modeling to predict the neuromarketing
phenomenon. The current devices such as fMRI, eye tracking, magnetoencephalography
(MEG), transcranial magnetic stimulation (TMS), and others that gauge the neuromarketing
phenomenon have a hefty cost and cannot be bearable to the researchers to carry out their
neuromarketing studies. Additionally, there is no conclusive evidence that the results of
fMRI, eye tracking, Magnetoencephalography (MEG), Transcranial magnetic stimulation
(TMS), and other expensive devices are not 100% accurate at different periods with the same
subjects. Therefore, the neural network is an alternative cost-saving modeling technique
for neuromarketing subjects with the help of artificial intelligence. Future researchers
may use the artificial neural network for tracking the neuromarketing phenomenon for
human decision-making in different fields of the industries. Thus, they can replicate the
study’s methodology in their future research studies. On the other hand, brand managers
of the services and manufacturing sectors can use artificial intelligence (neural networks)
to estimate the effectiveness of advertisements for their brands. Thus, they can incorporate
the findings in their advertisement and marketing strategies at minimal cost, and ROMI
can be enhanced by using a neural network (artificial intelligence).

6.2. Limitations and Potential Areas of Future Studies

This study has provided neuromarketing subjects’ fundamental framework and model-
ing technique (neural network in artificial intelligence). However, this research has certain
limitations; for instance, we used a five-point Likert scale. For more robust outcomes,
the scaling range might be increased to 100 (scale 1–100) to gauge the complex human
behavior due to the brain’s changing thinking in neuromarketing studies. To make this
modeling more concrete and authentic, there is a need to conduct further neuromarket-
ing subjective studies with diverse topics using neural networks (artificial intelligence).
Comparative neuromarketing studies might be conducted between fMRI, eye tracking,
magnetoencephalography (MEG), transcranial magnetic stimulation (TMS), and neural
network techniques to establish the importance and robustness of artificial intelligence
(neural network) in social sciences and specifically in neuromarketing studies.
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